Computer Assignment 10 - Linear Regression

Rui Li

In this assignment, we will learn how to implement three important regression techniques - linear regression, ridge regression and the LASSO - in **R**. We’ll apply these three modeling techniques to the preloaded **R** dataset *mtcars*.

## 1.Regression overview and loading the data

Linear regression is used to model a continuous response variable as a linear combination of predictors taking values . Suppose that one observes samples of and associated predictors (in this case , are all dimensional vectors). Define $X: = (x\_1 \hskip .1pc x\_2 \ldots x\_p)$ as the design matrix. The stochastic linear regression model of on is given by

where is a vector of uncorrelated errors with mean 0 and variance 1 and is the coefficient vector of unknown parameters. We typically assume a stronger condition that to simplify statistical inference on . One should be careful when applying model (1) as there are many conditions that should be verified. We don’t discuss these conditions here, though we recommend reading more about model selection for linear regression.

Recall from class that the least squares estimates is given by the *normal equations*:

As we can see from (2), the calculation of relies upon the invertibility of . Even if we assume , we still require that there is no perfectly linear dependence between the predictor vectors . In other words, we require the design matrix to have full rank . When , then suffers from *multicollinearity* in which case additional tools are needed for estimation of . For example, penalization methods like ridge regression (squared penalization) or Lasso (L1 penalization) can be used to ``shrink" the estimates of towards the origin.

We will use the *mtcars* dataset available in **R** as an example throughout this assignment. This dataset describes various quantitative features of 32 different automobiles. There are 11 total variables in this dataset. We will study *miles per gallon (mpg)* as a function of four other predictors:

1. disp: displacement (cu.in.)
2. hp: gross horsepower
3. drat: rear axle ratio
4. wt: weight (lb/1000)

Load and parse the data with the following code:

#load the data  
data(mtcars)  
  
#create design matrix  
X = data.frame(disp = mtcars$disp, hp = mtcars$hp, wt = mtcars$wt, drat = mtcars$drat)  
  
#create response   
Y = mtcars$mpg

### Questions:

1. To get an initial idea of pairwise relationships among the predictors, plot a grid of pairwise scatterplots on using the *pairs()* command. Comment on the grid of pairwise scatterplots. Do any pair of predictors appear to share a linear relationship with one another?

pairs(X)
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There is a general positive relationship between pairs (disp,hp); (disp, wt); (hp,wt), and a general negative relationship between pairs (disp, drat); (hp, drat); (wt, drat).

1. What if a pair of predictors have a perfect linear relationship (i.e their correlation is 1 or -1)? Can we still estimate using non-penalized linear regression? In this case, is invertible? Why or why not?

If a pair of predictors have a perfect linear relationship, then X does not have full rank p, and X suffers from multicollinearity. In this case, we can not only use non-penalized linear regression to estimate beta, and because X is not in full rank, X^TX is not invertible.

1. What can you say about the least squares estimates when the correlation between a pair of predictors gets close to 1 or -1? (HINT: think about the what happens to the empirical variance of in this case. How does this affect the estimates ?)

When the correlation between a pair of predictors gets close to 1 or -1, it's not possible to get the estimate value if X^TX is not invertible. Also, the variance of the estimate will be very huge, showing that the estimate value is not reliable.

## 2. Linear Regression:

The lm(y ~ x, data) command can be used to run a linear regression of on . Here, and are both dimensional vectors. The *data* argument is optional and specifies the source (a data frame) which is contained. Once a linear regression has been run, we can use the *summary( )* command to obtain coefficient estimates, standard errors of estimates, and p-values measuring the significance of each coefficient in the fitted model. Please type *?lm* for more details. Fit and summarize a linear model of mpg on the remaining variables using the following code:

linear.reg = lm(Y ~ disp + hp + wt + drat, data = X)  
summary(linear.reg)

##   
## Call:  
## lm(formula = Y ~ disp + hp + wt + drat, data = X)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -3.5077 -1.9052 -0.5057 0.9821 5.6883   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 29.148738 6.293588 4.631 8.2e-05 \*\*\*  
## disp 0.003815 0.010805 0.353 0.72675   
## hp -0.034784 0.011597 -2.999 0.00576 \*\*   
## wt -3.479668 1.078371 -3.227 0.00327 \*\*   
## drat 1.768049 1.319779 1.340 0.19153   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 2.602 on 27 degrees of freedom  
## Multiple R-squared: 0.8376, Adjusted R-squared: 0.8136   
## F-statistic: 34.82 on 4 and 27 DF, p-value: 2.704e-10

Now to demonstrate a situation of perfect collinearity, consider including a fifth covariate which is exactly twice the value of the *hp* variable. Construct a new design matrix and try fitting a linear model using the following code:

#construct a new design matrix  
X.new = data.frame(X, two.hp = 2\*X$hp)  
#attempt to fit a linear model  
linear.reg.fail = lm(Y ~ disp + hp + wt + drat + two.hp, data = X.new)  
#summarize the regression  
summary(linear.reg.fail)

##   
## Call:  
## lm(formula = Y ~ disp + hp + wt + drat + two.hp, data = X.new)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -3.5077 -1.9052 -0.5057 0.9821 5.6883   
##   
## Coefficients: (1 not defined because of singularities)  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 29.148738 6.293588 4.631 8.2e-05 \*\*\*  
## disp 0.003815 0.010805 0.353 0.72675   
## hp -0.034784 0.011597 -2.999 0.00576 \*\*   
## wt -3.479668 1.078371 -3.227 0.00327 \*\*   
## drat 1.768049 1.319779 1.340 0.19153   
## two.hp NA NA NA NA   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 2.602 on 27 degrees of freedom  
## Multiple R-squared: 0.8376, Adjusted R-squared: 0.8136   
## F-statistic: 34.82 on 4 and 27 DF, p-value: 2.704e-10

### Questions:

1. What are the estimated coefficients on each predictor in the *linear.reg* model?

The estimated coefficients of `disp`, `hp`, `wt`, `drat` are 0.0038, -0.0348, -3.4797, 1.7680 respectively.

1. Which of these coefficients are statistically significant (at a 0.05 level)? Write the p-value for each of the estimated coefficients.

The p-value of `disp`, `hp`, `wt`, `drat` are 0.73, 0.005, 0.003, and 0.19 respectively. Among these p-value, `hp` is 0.00576 p-value and `wt` is 0.00327 p-value. These two p-value are statistically significant.

1. What did **R** do when we introduced perfect collinearity in *linear.reg.fail*? Since we know that is not invertible in this case, how did **R** still fit the model? (HINT: note that the coefficients on the original 4 variables remained the same as those in *linear.reg*.)

R ignores the variable `two.hp`, and print NA on its statistical values. Also, R still operates the same linear regression model on the rest of the variables.

## 3.Ridge Regression:

The *lm.ridge(y x, data, lambda)* command is used to run a ridge regression of on with ridge parameter . Here, , and have the same interpretation as in the *lm()* function described in question 2. The *lm.ridge()* command is available in the *MASS* package in **R**, so be sure to load this package before use. Importantly, one must specify the ridge parameter for his/her/their choice of model. One principled way to choose is through cross validation.

For the moment, let’s try a few fixed values of . First, fit a ridge regression for a fixed value of . Also, calculate the distance is from the origin (a.k.a the magnitude of ) using the following code:

library('MASS')  
#run ridge regression with lambda = 1  
ridge.reg.1 = lm.ridge(Y ~ disp + hp + wt + drat, data = X, lambda = 1)  
  
#get a summary of the fit   
coef.ridge.1 = coef(ridge.reg.1)  
  
#calculate the magnitude of the estimated coefficient vector  
dist.reg.1 = sum(abs(coef.ridge.1))

### Questions:

1. Write the estimated coefficients for the fitted model with . What is magnitude of in this model?

estimated\_coefficients\_lambda1 = as.double(coef.ridge.1)  
magnitude\_lambda1 = sum(abs(coef.ridge.1)\*abs(coef.ridge.1))  
cat("The estimated coefficients for the fitted model with lambda = 1 is ",estimated\_coefficients\_lambda1)

## The estimated coefficients for the fitted model with lambda = 1 is 28.48174 -0.001067913 -0.03138726 -3.014687 1.712299

cat(", and the magnitude is ", magnitude\_lambda1,".")

## , and the magnitude is 823.231 .

1. Fit a ridge regression with . Write down the estimated coefficients and the magnitude of . How do the estimated coefficients here compare to those found with non-penalized linear regression? Explain why your observation makes sense.

library('MASS')  
#run ridge regression with lambda = 0  
ridge.reg.0 = lm.ridge(Y ~ disp + hp + wt + drat, data = X, lambda = 0)  
#get a summary of the fit   
coef.ridge.0 = coef(ridge.reg.0)  
#Calculate the coefficients and magnitude  
estimated\_coefficients\_lambda0 = as.double(coef.ridge.0)  
magnitude\_lambda0 = sum(abs(coef.ridge.0)\*abs(coef.ridge.0))  
cat("The estimated coefficients for the fitted model with lambda = 0 is ",estimated\_coefficients\_lambda0)

## The estimated coefficients for the fitted model with lambda = 0 is 29.14874 0.003815241 -0.03478353 -3.479668 1.768049

cat(", and the magnitude is ", magnitude\_lambda0,".")

## , and the magnitude is 864.8842 .

The estimated coefficients here are the same as those found with non-penalized linear regression. Because when lambda is zero, the equation of the estimated coefficients is exactly the same as the ordinary equation. When lambda is zero, indicating that there is no penalized in the model. Since they are the same model, the coefficients should be equal as well.

1. Fit a ridge regression with and . For each value, calculate the magnitude of the estimated coefficient vector. What happens to the magnitude of as you increase ? This is an example of the “shrinkage” effect of ridge regression.

for (lambda in c(10, 50, 100, 1000)) {  
 library('MASS')  
 ridge.reg = lm.ridge(Y ~ disp + hp + wt + drat, data = X, lambda = lambda)  
 coef.ridge= coef(ridge.reg)  
 #Calculate the coefficients and magnitude  
 estimated\_coefficients\_lambda = as.double(coef.ridge)  
 magnitude\_lambda = sum(abs(coef.ridge)\*abs(coef.ridge))  
 print(paste0("The estimated coefficient vector magnitude of lambda ",lambda," is ",magnitude\_lambda,"."))  
}

## [1] "The estimated coefficient vector magnitude of lambda 10 is 663.985020669847."  
## [1] "The estimated coefficient vector magnitude of lambda 50 is 523.947445503118."  
## [1] "The estimated coefficient vector magnitude of lambda 100 is 480.606013547745."  
## [1] "The estimated coefficient vector magnitude of lambda 1000 is 414.68412410335."

When the value of lambda is increasing, the estimated coefficient vector magnitude is decreasing.

## 4.LASSO:

The *glmnet(X, y, lambda)* command can be used to fit the LASSO model of on . The *glmnet* package contains the functions required to conduct LASSO. Download this package before proceeding using the *install.packages()* and *library()* commands. Like ridge regression, the LASSO relies on the choice of a penalty parameter, (call it ). The *glmnet(X, y, lambda)* command is used to fit a LASSO regression with specified parameter *lambda*. In contrast to the *lm()* and *ridge.lm()* commands, the *glmnet(X, y, lambda)* command requires to be an design matrix. As usual, is the dimensional vector of responses. Once again, we can choose the ``best" using cross validation but we’ll come back to this later. The *coef()* command is used to summarize the estimated coefficients of the model. Fit a LASSO model with to the *mtcars* data and calculate the magnitude of the estimated coefficients using the following commands:

library('glmnet')

## Warning: package 'glmnet' was built under R version 3.6.3

## Loading required package: Matrix

## Loaded glmnet 3.0-2

#conduct a cross validation study to fit minimum MSE model  
lasso.fit.1 = glmnet(as.matrix(X),Y,lambda = 1)  
  
#summarize the estimated coefficients  
coef.lasso.1 = coef(lasso.fit.1)  
  
#calculate the magnitude of estimated coefficients  
dist.lasso.1 = sum(abs(coef.lasso.1))

### Questions:

1. Write the estimated coefficients for the fitted model with . What is the magnitude of in this model?

lasso\_coefficients\_lambda1 = as.double(coef.lasso.1)  
lasso\_magnitude\_lambda1 = dist.lasso.1  
cat("The estimated coefficients for the fitted model with lambda = 1 is ",lasso\_coefficients\_lambda1)

## The estimated coefficients for the fitted model with lambda = 1 is 31.73373 -0.0005284494 -0.02260053 -3.035119 0.4334064

cat(", and the magnitude is ", lasso\_magnitude\_lambda1,".")

## , and the magnitude is 35.22538 .

1. Fit the LASSO with . Write down the estimated coefficients and the magnitude of . Do these estimates match those found in the non-penalized linear regression?

#conduct a cross validation study to fit minimum MSE model  
lasso.fit.0 = glmnet(as.matrix(X),Y,lambda = 0)  
#summarize the estimated coefficients  
coef.lasso.0 = coef(lasso.fit.0)  
#calculate the magnitude of estimated coefficients  
dist.lasso.0 = sum(abs(coef.lasso.0))  
  
lasso\_coefficients\_lambda0 = as.double(coef.lasso.0)  
lasso\_magnitude\_lambda0 = dist.lasso.0  
cat("The estimated coefficients for the fitted model with lambda = 0 is ",lasso\_coefficients\_lambda0)

## The estimated coefficients for the fitted model with lambda = 0 is 29.15518 0.003763027 -0.03476093 -3.476059 1.765458

cat(", and the magnitude is ", lasso\_magnitude\_lambda0,".")

## , and the magnitude is 34.43522 .

The estimates are very close to those found in the non-penalized linear regression, but they are not exactly the same.

1. Fit the LASSO with and . For each value, calculate the magnitude of the estimated coefficient vector. What happens to the magnitude of as you increase ?

for (lambda in c(10,50,100,1000)) {  
 #conduct a cross validation study to fit minimum MSE model  
 lasso.fit = glmnet(as.matrix(X),Y,lambda = lambda)  
 #summarize the estimated coefficients  
 coef.lasso = coef(lasso.fit)  
 #calculate the magnitude of estimated coefficients  
 dist.lasso = sum(abs(coef.lasso))  
   
 print(paste0("The estimated coefficient vector magnitude of lambda ",lambda," is ",dist.lasso,"."))  
}

## [1] "The estimated coefficient vector magnitude of lambda 10 is 20.090625."  
## [1] "The estimated coefficient vector magnitude of lambda 50 is 20.090625."  
## [1] "The estimated coefficient vector magnitude of lambda 100 is 20.090625."  
## [1] "The estimated coefficient vector magnitude of lambda 1000 is 20.090625."

The magnitude of estimated coefficient vector does not change when lambda is increasing.

1. In this assignment, we considered a dataset where . If we had a situation where , what modeling framework would you consider using to fit a linear regression? If you do not remove any of the variables, can we use non-penalized linear regression when ?

When p>>n, the LASSO model should be considered to fit a linear regression model. Also, ridge regression can apply to p>n as well. If we are not to remove any of the variables, we can not use non-penalized linear regression, because "inverse does not exist if p > n, and small eigenvalues resulting from collinearity among features can lead to unstable estimates, unreliable predictions" ~~ quote from lecture slides.

## 5. High Dimensional LASSO:

We will repeat the analysis that was done in class. Start by uncommenting and running the following code to install the BicocManager and bcellViper packages. If you are having any difficulties installing these packages, you can seek further instruction [here](http://bioconductor.org/packages/3.10/data/experiment/html/bcellViper.html).

# if (!requireNamespace("BiocManager", quietly = TRUE))  
# install.packages("BiocManager")  
#   
# BiocManager::install("bcellViper")  
# install.packages("HDCI")  
library(bcellViper)

## Loading required package: Biobase

## Loading required package: BiocGenerics

## Loading required package: parallel

##   
## Attaching package: 'BiocGenerics'

## The following objects are masked from 'package:parallel':  
##   
## clusterApply, clusterApplyLB, clusterCall, clusterEvalQ,  
## clusterExport, clusterMap, parApply, parCapply, parLapply,  
## parLapplyLB, parRapply, parSapply, parSapplyLB

## The following object is masked from 'package:Matrix':  
##   
## which

## The following objects are masked from 'package:stats':  
##   
## IQR, mad, sd, var, xtabs

## The following objects are masked from 'package:base':  
##   
## anyDuplicated, append, as.data.frame, basename, cbind, colnames,  
## dirname, do.call, duplicated, eval, evalq, Filter, Find, get, grep,  
## grepl, intersect, is.unsorted, lapply, Map, mapply, match, mget,  
## order, paste, pmax, pmax.int, pmin, pmin.int, Position, rank,  
## rbind, Reduce, rownames, sapply, setdiff, sort, table, tapply,  
## union, unique, unsplit, which, which.max, which.min

## Welcome to Bioconductor  
##   
## Vignettes contain introductory material; view with  
## 'browseVignettes()'. To cite Bioconductor, see  
## 'citation("Biobase")', and for packages 'citation("pkgname")'.

data(bcellViper)  
gene\_expressions = data.frame(t(assayDataElement(dset,'exprs')))

The installation of the above packages needs only to be done once, and can be re-commented after this initial run.

### Questions

1. Run an OLS model on the gene\_expressions data, using ADA as your response variables, and the remaining variables as your predictors. Comment on any irregularities in the model output. Explain why you are not getting a reasonable number for your degrees of freedom in the model summary.

linear.OLS = lm(ADA ~., data = gene\_expressions)  
sum.OLS = summary(linear.OLS)

The `Error`, `t-value` and `p-value` of all variables are NA. Also, the degrees of freedom is zero. The reason that I did not get a resonable degrees of freedom is because the number of variable is much larger than the sample number, and there can be collinearity between the variables. OLS model is not appropriate for this data.

1. Now run 5 different LASSO models on this data, using any values of your choosing. Report how many non-zero coefficients each model has. Plot the number of non-zero coefficients as a function of . Comment on any trend you observe.

Y = gene\_expressions$ADA  
X = gene\_expressions[,-1]  
lambdas = c(0.05, 0.10, 0.15, 0.20, 0.25)  
nonzeros = c()  
for (lambda in lambdas) {  
 #conduct a cross validation study to fit minimum MSE model  
 lasso.fit = glmnet(as.matrix(X),Y,lambda = lambda)  
 #summarize the estimated coefficients  
 coef.lasso = coef(lasso.fit)  
 nonzero\_num = sum(coef.lasso!=0)  
 nonzeros = c(nonzeros,nonzero\_num)  
}

library(ggplot2)

## Warning: package 'ggplot2' was built under R version 3.6.3

ggplot(data =as.data.frame(t(rbind(nonzeros,lambdas))), aes(y=nonzeros, x = lambdas), formula = y~x)+geom\_point(col = 'green') + ggtitle("Non-zero Coefficients vs Lambda") + labs(x = 'Lambda', y = 'Number of Non-zero Coefficients') + theme(plot.title = element\_text(hjust = 0.5))

![](data:image/png;base64,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)

When the lambda is decreasing and close to zero, the number of non-zero coefficients increases dramatically. When the lambda is large, the number of non-zero coefficients stay constant.